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ABSTRACT

Cooperative diversity is an innovative approach to improve the reliability of communication. Although this technique is
considered in the next-generation mobile communication standards, it has its own challenges in practice. For example, in
simultaneous transmission-based cooperative protocols, perfect synchronisation of nodes is very hard to realise. The tra-
ditional time division multiple access method can simplify the synchronisation problems but leads to long transmission
delays. In this paper, a low-delay cooperative strategy is proposed for a network with multiple sources and a single destina-
tion, which requires only a simple type of synchronisation. In this technique, we use a combination of superposition coding
and network coding; hence the name superposition network coded cooperation. For this strategy, good bounds are obtained
for the probability of correct detection for general M-PSK and M-QAM modulation and are compared with simulation
results. The results demonstrate improvement in error performance compared with other transmission schemes requiring
the same transmission time as superposition network coded cooperation. Copyright © 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Communication over a wireless channel is subject to large-
scale propagation effects including path loss and shadow-
ing, and to small-scale multipath fading. These are some
of the most important sources of performance degradation.
Various techniques based on time, frequency and spatial
diversity have been proposed to mitigate the adverse effects
of fading [1]. Exploiting diversity by transmitting over spa-
tially independent channels, called spatial diversity, is of
great importance.

Cooperative communication is a practical approach to
exploit spatial diversity [2, 3]. This technique has been
widely investigated from industrial perspective and is con-
sidered as a desirable and promising approach to next
generation wireless technologies [4, 5]. The fundamental
idea of cooperative communication is to use the coopera-
tion among a group of distributed nodes to form a virtual
multiple antenna system [6].

Although cooperative communication is a practical solu-
tion to improve the performance of wireless systems, it
has its own challenges. Practical networks are composed
of many nodes, so efficient cooperative diversity protocols

involve multiple relays. Some multi-relay cooperative pro-
tocols have been considered in [7–14]. The performance of
multi-relay decode-and-forward and amplify-and-forward
protocols using conventional repetition coding was studied
in [7–10]. In repetition coding, all relay nodes retrans-
mit the source information on orthogonal channels in a
time division multiple access (TDMA) manner to avoid
inter-relay interference. Although this is a low-complexity
approach, it leads to long time delays. The delay caused by
repetition coding is also dependent on the number of relay
nodes [6]. Thus, these protocols are not efficient for net-
works with large numbers of relays. To reduce transmission
delays, simultaneous transmission-based protocols have
been proposed [11–14], in which more than one node can
transmit in one time slot by using frequency division mul-
tiple access, code division multiple access or distributed
space-time codes. For these cooperative schemes, time
and frequency offsets at the receiver cause inter-symbol
interference, which degrades communication performance
severely. So it is crucial in these techniques to have no
time and frequency mismatches. On the other hand, these
mismatches are unavoidable because of the distributed
nature of cooperative communication. In fact, the different
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propagation and processing time among nodes and tim-
ing estimation errors are the main reasons of timing
offsets at the receiver [15–17]. Furthermore, there is a
frequency mismatch between different nodes because of
doppler effects and oscillator instabilities. Overall, because
of the different sources of time and frequency offsets,
it is difficult for the receiver to compensate for all the
mismatches. In conclusion, although traditional simulta-
neous transmission-based cooperative strategies result in
significant improvement in transmission delay, they usu-
ally require perfect time and frequency synchronisation of
the nodes [18].

It can be concluded that new low-delay solutions for
cooperation with simple synchronisation requirements are
highly desirable. In [17], utilising orthogonal frequency
division multiplexing, a new simultaneous transmission-
based strategy, is suggested for asynchronous relay
networks to improve the communication performance,
degraded because of the time synchronisation problem.

In this paper, a new cooperative multi-message multicast
scheme for a single destination is proposed. We consider
a network, where multiple users transmit their informa-
tion symbols to the common destination using relay nodes.
To have simple synchronisation requirements, simultane-
ous transmission of nodes is not allowed, and TDMA is
used for transmission [18, 19]. Although exact synchro-
nisation for simultaneous transmission-based cooperative
schemes is highly challenging, it is not a difficult prob-
lem for TDMA-based cooperative strategies. In fact, by
transmitting a single signal in each time slot, the time
and frequency mismatches at the receiver are easier to
determine than those of simultaneous transmission-based
schemes and can be corrected by using a simple phased-
locked loop device at the receiver [18]. In order to provide
the lowest possible time delay, we use a technique called
superposition coded cooperation (SCC) [5, 20–25]. The
basic idea of SCC is to transmit a signal, made of a suit-
able combination of multiple signals, to destination [20].
To describe SCC, we assume there are two or more infor-
mation signals available at a specific transmitter. Each of
the signals can belong to the transmitter or to other source
nodes. In other words, some of the signals may be from
other source nodes, received by the transmitter in previous
transmission phases. The transmitter allocates its trans-
mit power to the signals in a defined manner, adds them
together and then transmits the resulted composite signal
in its transmission phase [5, 20–25]. In [5], for providing
higher spatial diversity gain in a network, a cooperative
multicast scheme with one source node is proposed, where
the source node, using SCC, broadcasts a composite signal,
made of two messages, to a group of receivers. To achieve
optimal diversity-multiplexing trade-off, a two-way multi-
relay cooperative scheme based on superposition coding
is proposed in [21]. In this work, the information sym-
bols of two source nodes are combined in a relay node,
selected among a group of relays according to some cri-
teria, and then sent to destination nodes. The analysis of
achievable rate and expected rate of a cooperative scheme

based on SCC in a three-node relay network with one
source node, sending a symbol composed of two messages,
is proposed in [22]. In [23], a combination of hierarchical
modulation and SCC is used in a network with two source
nodes, one relay node and one destination, to improve per-
formance in terms of spectral efficiency, block error rate
and capacity. The outage analysis of a SCC scheme in
a network composed of multiple source-destination nodes
and one relay node is proposed in [24]. In this work, it
is assumed that after the source transmission phase, the
relay node transmits a composite symbol, containing the
symbols it has managed to detect correctly, to all des-
tinations, free from error. A software radio system for
superposition coding is designed and implemented in [25]
to study the performance of this technique practically. The
results has shown remarkable gains in spectral efficiency
in comparison with orthogonal schemes such as TDMA.
Because of its advantages, superposition coding is consid-
ered as promising approach for future technologies includ-
ing future cellular networks, ad hoc networks and software
radio technologies [25, 26]. An advantage of SCC, used
in this paper, is that the source and the relay transmis-
sion phases for a communication node can be performed at
the same time, eliminating time delays caused by relays in
repetition coding.

In this work, we leverage the concept of network cod-
ing [27] to significantly improve the performance of the
SCC scheme in a network of arbitrary size. In the technique
that we propose, which is named superposition network
coded cooperation (SNCC), a source node transmits its
own information symbol superimposed with a relayed
symbol by employing a power assignment. The relayed
symbol is formed using bit-level operations [21, 28] over
the previous symbols. The idea of network coding is used
for a source node having detected more than one symbol
from other source nodes in previous time slots and need
to transmit all of them as relayed symbols together with
its own symbol, using SCC. In this case, for more efficient
power allocation, all relayed symbols are turned into one
relayed symbol using bit-level Exclusive or (XOR) opera-
tions. This technique helps us have only two symbols, one
source symbol and one relayed symbol, to transmit using
SCC, rather than many symbols.

The SNCC scheme is applied to M-ary phase-shift
keying (M-PSK) and M-ary quadrature amplitude mod-
ulation (M-QAM) modulation of the source symbols. It
is shown that implementing the optimal receiver at the
destination requires a high degree of complexity. Hence,
a low-complexity sub-optimal approach for detection at
the destination is proposed. This scheme is then anal-
ysed, and some good approximations on its performance
are provided. We also compare the performance of SNCC
with standard SCC and demonstrate the substantial role of
network coding in performance improvement.

Finally, simulation results are presented. In comparison
with the non-cooperative and the SCC scheme, SNCC does
not require any additional time slots. The results show the
superior performance of SNCC.
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The rest of this paper is organised as follows. Section 2
provides the system model that is considered in the paper.
The concept of SNCC and an approach for implementa-
tion of this technique are introduced. The structure of the
receiver at the destination is presented in Section 3. The
performance analysis follows in Section 4. In Section 5,
we compare SNCC with SCC theoretically using a sub-
optimal detection technique to demonstrate the advantages
of SNCC in performance improvement. To verify the
performance analysis, simulation results are presented in
Section 6 and, finally, conclusions are drawn in Section 7.

2. SYSTEM MODEL

2.1. The concept of superposition network
coded cooperation

A group consisting of n users is considered in a wireless
network. The users, denoted by U1, U2, : : : , Un, transmit
information to a common destination in a TDMA manner.
Every user is a source of information. In addition, users can
operate as half-duplex relay nodes. The communication
channels among the users and the destination are modelled
as slow and flat Rayleigh fading with additive white Gaus-
sian noise (AWGN) [1]. In this paper, it is assumed that
the channel state information of a communication link is
available at the receiver side. In practice, there are some
ways for a receiver to obtain channel coefficients, that is,
by sending a known sequence, called a pilot sequence, to
the receiver [1].

The users are indexed according to their allocated time
slot, so user Ui, i D 1, 2, 3, : : : , n, transmits during the
ith time slot. Because of the propagation nature of wire-
less communications, the transmitted signal from Ui can
be received by users Uj, j > i, that will transmit after-
ward. The received signal at user Uj from Ui, j > i can be
written as

yi,j D hi,jxi C �i,j, j D iC 1, � � � , n (1)

where hi,j � CN .0, �i,j/ is the channel coefficient between
users Ui and Uj, and �i,j � CN .0, N0/ is zero-mean
complex AWGN. The signal xi, transmitted by user Ui, is

xi D c1,isi C
q

1 � c2
1,is1,��� ,i�1, i D 1, 2, � � � , n (2)

where the symbol si, i D 1, : : : , n is the source symbol
of the ith user, whereas the superimposed symbol s1,��� ,i�1
is information of previous users. The source symbols are
chosen independently and equiprobably from an arbitrary
M-ary constellation with average power E

�ˇ̌
s2

i

ˇ̌�
D a2. The

superposition coefficient c1,i is

c1,i D

�
1, i D 1;
c1, i ¤ 1

(3)

and c1 controls the amount of power assigned to the source
and to the superimposed symbols transmitted by the ith
user, i > 1. Setting c1 D 1 simplifies our scheme to
the non-cooperative scheme. As c1 becomes smaller, the
assigned power to the superimposed symbol increases.
Clearly, the superimposed symbol causes interference to
the source symbol. Hence, c1 should be selected as close
as possible to 1 for the disturbance to the source symbol
to be as negligible as possible. The superimposed symbol
s1,:::,i�1 is formed as

s1,:::,i�1 DM.s1 ˚ s2 ˚ � � � ˚ si�1/ (4)

where ˚ denotes bit-level XOR between two symbols and
M.�/ is a mapping of the resulting bit sequence to a sym-
bol from a constellation with the same average power (but
not necessarily of the same type) as the source symbols.
By acting as a decode-and-forward relay, each user can
detect all required symbols to form the superimposed sym-
bol. Finally, the received signal at the destination from user
Ui is

yi D hixi C �i, i D 1, � � � , n (5)

where the coefficient hi � CN
�

0, 1
�i

�
is the channel

between the ith user and the destination and �i is zero-mean
complex AWGN with variance N0.

According to the described model of SNCC, the required
power to detect the information of previous users depends
on the user, because for i > j, user Ui has to detect more
information than user Uj. However, because in commu-
nication the transmission power is typically much higher
than the reception power required by the receiver, we
make the simplifying assumption that the reception power
is negligible.

The transmission scheme is summarised in Table I.
According to the model, the SNCC scheme requires no
additional time slots compared with TDMA-based non-
cooperative communication. This results in lower time
delay than other TDMA-based cooperative strategies in
which source and relay transmission phases take place
in different time slots [18]. For such cooperative strate-
gies (repetition coding being a well-known example), the
required time slots for transmission are more than those
of TDMA-based non-cooperative communication. In addi-
tion, synchronisation challenges for SNCC are not as

Table I. Transmission scheme in superposition network coded cooperation.

Transmission U1 Transmits U2 Transmits U3 Transmits : : : Un Transmits
s1 .s2, s1/ .s3, s1 ˚ s2/ .sn, s1 ˚ s2 ˚ : : :˚ sn�1/

Time slot 1 2 3 . . . n
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severe as those of simultaneous transmission-based coop-
erative protocols, because in SNCC, the users transmit in
orthogonal time slots [18].

2.2. Implementation of SNCC

According to (2), the transmitted symbol of the ith user is
formed using symbols s1, s2, � � � , si. In the following, we
describe an approach to implement this scheme. When the
transmission phase of user Ui is finished, the next users
Uj, i < j 6 n receive yi,j and, in the role of relay nodes,
detect the source symbol si using an interference ignorant
detector (II detector) given as [29]

Osi D arg min
si

jyi,j � hi,jc1,isij (6)

which detects the desired symbol si by assuming the inten-

tional interfering symbol
q

1 � c2
1,is1,��� ,i�1 as Gaussian

interference and ignoring its presence in the detection pro-
cess. This approach provides low complexity for detection.
However, the performance of the II detector is highly sen-
sitive to interference. If the power of interference exceeds
a specific threshold, an error floor in detection appears
[29]. This error floor makes it impossible to achieve arbi-
trarily low error probability for detection, hence causing
high degradation in detection performance [29]. Because
the superimposed symbol appears as interference, the inter-
ference is controllable in SNCC. This means that the
superimposed symbols can be designed so that the II detec-
tor have acceptable performance. To this end, we use the
fact that two receivers with two different objectives will
have the same performance if their decision regions for
detecting a desired symbol are the same. We regulate the
power of interference so that in detecting the source sym-
bol si from yi,j, the decision regions of the II detector
be the same as the corresponding region of the optimal
maximum-likelihood (ML) detector.

For M-PSK modulation of the source symbols, the
superimposed symbol is chosen from a M-PAM constella-
tion rotated by an angle equal to the phase of the source
symbol si. Using this constraint, (2) can be written as

xi D c1,isiC
q

1 � c2
1,ie

j'si s1,��� ,i�1, i D 1, 2, � � � , n (7)

where s1,��� ,i�1 is selected from a M-PAM constellation
and 'si is the phase of symbol si. By substituting the con-
stellation points of M-PAM and M-PSK [30] in (7), the
constellation points of all users, Ui, 1 6 i 6 n, can be
obtained as

 D f k,mg D

8̂̂<
ˆ̂:
0
BB@c1,i C Am

vuut3
�

1 � c2
1,i

�
M2 � 1

1
CCA aej 2�k

M

9>>=
>>;

k, m D 1, 2, � � � , M
(8)

where Am D 2m � 1 � M. The average power of the
constellation points in (8) is equal to

P D
1

M2

XM

kD1

XM

mD1
j k,mj

2

D
a2

M

0
@Mc2

1,i C
3
�

1 � c2
1,i

�
M2 � 1

XM

mD1
A2

m

1
A D a2

(9)

Hence, the transmitted signal in the SNCC scheme has the
same average power as that of the non-cooperative scheme.
As shown in Appendix A, if we set

c1,i C Am

vuut3
�

1 � c2
1,i

�
M2 � 1

> 0, m D 1, 2, � � � , M (10)

which is satisfied by
q

3
4 �

M�1
M�0.5 6 c1,i < 1, the II detector

has the same performance as the ML detector in detect-
ing the source symbol si from yi,j. In summary, acceptable
performance of the II detector can be guaranteed if the
condition in (10) is met.

Similar approaches can be devised to implement SNCC
for other source constellations. For M-QAM modulation
of the source symbols, we can modulate the superimposed
symbol using an M-QAM constellation with controllable
power around the constellation points of the source sym-
bol. This is equivalent to each user selecting its own
transmitted symbol from a M2-QAM constellation  0 as

 0 D
n
 0m,k C j 0n,p

o
(11)

where, for arbitrary n1 and n2

 0n1,n2
D

s
3

2.M � 1/
a

�
A0n1

c1,i C A0n2

q
1 � c2

1,i

�
(12)

and A0ni
D
�

2ni � 1 �
p

M
�

. Same as in the M-PSK case,

the average power of (12) is equal to that of the non-
cooperative scheme. Also, by following a similar approach
as in Appendix A, it can be easily seen that for

s
1CM � 2

p
M

2CM � 2
p

M
< c1,i < 1 (13)

the II and ML detectors have the same performance in
detecting the source symbol si from yi,j. As it is discussed
in Section 6, an approximation of the optimal value for
superposition coefficient can be obtained using numeri-
cal methods. However, there are some considerations in
relation to selecting this coefficient. According to the mod-
ulation type, as c1,i approaches the lower bound in (10)
or (13), the allocated power to relayed symbols increases,
causing II detector performance to degrade. This highly
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Figure 1. A wireless network with several users. The users are
organised into groups of various members.

affects the communication performance in correctly detect-
ing all the symbols. So we should select the superposition
coefficient closer to the upper bound to obtain better per-
formance. However, it should be considered that when c1,i
gets very close to 1 (the upper bound), the effect of coop-
eration declines, because the power assigned to the relayed
symbols decreases. In conclusion, considering its role in
cooperation, we should select c1,i closer to the upper bound
for a better communication performance.

In this model, it is assumed that the inter-user detection
is an error-free process. Although performing the analysis

under the assumption of non error-free inter-user chan-
nels is more realistic [31], but our analysis will be more
complicated. Thus, every user Uj, j D 2, � � � , n detects the
information of all previous users Ui, 1 6 i < j correctly.
In general, this assumption is not valid for all the users
in a network because of the presence of channel fading
and AWGN. However, there are some ways to segment
the setof users in a network to some groups, as shown in
Figure 1, so that users that are placed in a group detect the
information of each other. Thereupon, by applying SNCC
to each group separately, we can approach error-free inter-
user detection. One way of making such a segmentation is
by utilising cyclic redundancy check codes [32]. We con-
sider a network composed of N users. The k-th member
of the i-th group, k > 1, i > 1, is the first user that can
detect the information transmitted by all previous users
(up to user k � 1) in the ith group correctly and also is
not a member of the pervious groups (up to group i � 1)
[32]. By using cyclic redundancy check codes, a user can

determine if it is able to detect the information of other
users correctly. According to this method, a group may
include fewer than or as many as N members. In this paper,
indeed, we are describing SNCC for one of the groups, and
we assume that it contains n users. This group is indicated
in Figure 1 as Group i.

3. RECEIVER STRUCTURE AT THE
DESTINATION
As we discussed previously, detection at each user loss in
performance. In this section, we turn our attention to detec-
tion at the destination. Two different methods are proposed
for detecting the symbols s1, s2, � � � , sn from the received
signals y1, y2, � � � , yn, given in (5). The first approach is
optimal detection, which gives rise to the best performance
for the SNCC scheme at the cost of high complexity. To
reduce the complexity, we propose a sub-optimal method
for detection that renders the receiver implementation
more practical.

3.1. Optimal detection

The optimal decision rule for detection is the maxi-
mum aposteriori probability rule, which, because of the
equiprobability of source symbols in our scheme, reduces
to the ML rule. In this case, the destination detects the sym-
bol vector s D fs1, s2, � � � , sng from the received signal
vector y D fy1, y2, � � � , yng as

Os D arg max
s

h
fYjS

�
yjs
�i

D arg max
s

2
64exp

0
B@�

Pn
iD1

ˇ̌̌
yi � hi

�
c1,isi C

q
1 � c2

1,ig.si/s1,��� ,i�1

�ˇ̌̌2
N0

1
CA
3
75

D arg min
s

"
nX

iD1

ˇ̌̌
ˇyi � hi

�
c1,isi C

q
1 � c2

1,ig.si/s1,��� ,i�1

�ˇ̌̌
ˇ2
#

(14)

where Os D fOs1, Os2, � � � , Osng is the detected symbol vec-

tor and fYjS
�

yjs
�

is the conditional probability density

function (PDF) of vector Y given S D s. Also, g.si/ is
equal to ej'si and 1 for M-PSK and M-QAM modula-
tion, respectively. From (14), optimal detection for n users
requires a search of order Mn, where M is the modulation
order. Hence, the computational complexity of the optimal
detector grows exponentially with n. This issue is a seri-
ous challenge for practical implementation of the receiver,
especially for large numbers of cooperating users.

3.2. Practical sub-optimal detection

Because of the high complexity of the optimal receiver
for SNCC, we propose a structure with lower complexity
that exploits the benefits of SNCC. The proposed detection
scheme is based on symbol error rate selection combining
(SERS combining) [32] and successive interference can-
cellation (SIC) [29]. A SERS combiner selects the best
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detection path among all available paths [32]. The criterion
for selection is the SER. In other words, a SERS combiner
selects the path with the lowest SER for detection. Because
SERS combining is a sub-optimal detection method, the
method proposed in this section has sub-optimal perfor-
mance. To describe the approach, it is assumed that the
n users transmit according to SNCC. The receiver uses
y1, � � � , yn, given in (5), to detect the required symbols
fs1, � � � , sng. Each signal yi, i D 1, � � � , n, includes two
symbols si and s1,��� ,i�1 according to (7). The symbol si can
be detected by applying II detection to yi directly. How-
ever, this method is not appropriate for detecting s1,��� ,i�1,
because the portion of power allocated to transmit si is
much larger than that of s1,��� ,i�1. So in order to detect
s1,��� ,i�1, the receiver must use SIC to remove the effect
of si from yi before applying the II detector. Using the
signals y1, � � � , yn, it is possible for the receiver to detect
every symbol in ‰n D fs1, s2, � � � , sn, s1,1, � � � , s1,��� ,n�1g.
Therefore, the set ‰n, comprising 2n � 1 symbols, can
be used by the receiver to detect the n symbols in the set
�n D fs1, � � � , sng. In general, there may be several subsets
of ‰n from which the symbols in �n can be obtained. As
an example, consider the following five subsets of ‰3 of
cardinality 3: %1

3 D fs1, s2, s3g, %2
3 D fs1,1, s2, s3g, %3

3 D

fs1, s1,2, s3g, %4
3 D fs2, s1,2, s3g, and %5

3 D fs1,1, s1,2, s3g.
Using s1 D s1,1 and s1,2 ˚ s1 D s2, all the symbols in
�3 can be extracted from each of the aforementioned sets.
The problem for the receiver is to determine the best sub-
set of ‰n that allows calculation of all the symbols in �n.
To summarise, for a SERS combiner, the receiver must
detect the symbols of a set %n of cardinality n satisfying the
following conditions

I- The detected symbols in %n are sufficient to obtain
all the symbols in �n D fs1, � � � , sng.

II- The set %n is the best subset of ‰n,
‰n D fs1, s2, � � � , sn, s1,1, � � � , s1,��� ,n�1g, for cor-
rectly detecting all the symbols in �n, where best
means that it corresponds to the path with the lowest
SER for detection.

If Condition I is met, the detector will be able to obtain
the symbols in �n from %n if the members of %n are cor-
rectly detected. This may be performed by bit-level XOR
operations over the symbols in %n.Condition II ensures that
the best %n for correctly detecting all the symbols in �n

is selected. It can be easily shown that when Condition I
is met, the probability of correct detection of all the sym-
bols in �n using %n is equal to the probability of correct
detection of all the symbols in %n. So Condition II can be
described as finding %n so that for any other subset %0n of
‰n, satisfying Condition I we have

P%n
c .�n/ > P

%0n
c .�n/ (15)

where P%n
c .�n/ and P

%0n
c .�n/ denote the probability of cor-

rectly detecting all the symbols in %n and %0n, respectively.

Before describing the detection algorithm for the general
case, we introduce it using an example. For the three-user
case, n D 3, the receiver has to find the best subset %3 of
‰3, from which obtaining the symbols in �3 is feasible.
As described previously, there are only five sets %1

3, %2
3, %3

3,
%4

3 and %5
3, that satisfy Condition I. According to the SERS

combining method, the best set is the one with the high-
est probability of correct detection of all its elements. The
simplest case of choosing the best set among two or more
sets occurs when the sets are different only in one element.
In other words, when the sets have n�1 common elements
and one different element. This, for example, holds for the
sets %1

3, %2
3

	
but not for %2

3, %3
3



. In this case, the problem of

finding the best set is simplified to finding the symbol with
the highest probability of correct detection. As an exam-
ple, the best set between %1

3 and %2
3 includes the symbols

s2 and s3, and its third element is one of the symbols s1 or
s1,1 depending on which has the highest probability of cor-
rect detection. In order to determine the best set among %1

3,
: : :, %5

3, we first find the best set %3,1 between %1
3 and %2

3,
we then find the best set %3,2 among %3

3, %4
3 and %5

3, and we
finally find the best set %3 between %3,1 and %3,2. According
to the SERS combining method

%3,1 D

�
%1

3, if Pcs1 � Pcs2 � Pcs3 > Pcs1,1 � Pcs2 � Pcs3 ,
%2

3, if Pcs1 � Pcs2 � Pcs3 < Pcs1,1 � Pcs2 � Pcs3

(16)
which can be simplified as

%3,1 D

�
%1

3, if Pcs1 > Pcs1,1 ,

%2
3, if Pcs1 < Pcs1,1

(17)

where Pcsi is the probability of correct detection of symbol
si and Pcs1,��� ,i is the probability of correct detection of sym-
bol s1,��� ,i conditioned on correct detection of siC1. With
regard to the members of %1

3 and %2
3, (17) can be written in

compact form as

%3,1 D
˚
Sym

˚
Max

˚
Pcs1 , Pcs1,1

��
, s2, s3

�
(18)

where the operator Maxf�g selects the largest (maximum)
value, and

Sym
˚
Max

˚
Pcs1 , Pcs1,1

��
D

�
s1, if Max

˚
Pcs1 , Pcs1,1

�
DPcs1 ,

s1,1, if Max
˚
Pcs1 ,Pcs1,1

�
DPcs1,1

(19)

Similar to %1
3, %2

3, the sets %3
3, %4

3, %5
3 have two common ele-

ments. Therefore, by following the same method, and using
the fact that for an arbitrary user i, i > 1, Pcsi > Pcs1,:::,i�1

always (because the larger portion of power is allocated to
the source symbol si), after some simplifications, we have

%3,2 D

�
%3

3, if Pcs1 > Pcs2 ,
%4

3, if Pcs1 < Pcs2

(20)

which can be written as

%3,2 D fSymfM1g, s1,2, s3g (21)
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where M1 D Max fPcs1 , Pcs2g, and

SymfM1g D

�
s1, if M1 D Pcs1 ,
s2, if M1 D Pcs2

(22)

A comparison between (18) and (21) reveals that the sets
%3,1 and %3,2 do not have two common elements. However,
because Pcsi > Pcs1,��� ,i�1 , (18) can also be written as

%3,1 D fSymfM1g, SymfK1g, s3g (23)

where K1 D Med
˚
Pcs1 , Pcs2 , Pcs1,1

�
, and Medf�g selects

the second largest value (median of three values). Also,

SymfK1g D

8<
:

s1, if K1 D Pcs1 ,
s2, if K1 D Pcs2 ,
s1,1, if K1 D Pcs1,1

(24)

Now, the sets in (21) and (23) have two common ele-
ments. Thus, the best set %3 between %3,1 and %3,2, which
is also the best subset of ‰3 to obtain the symbols in �3 is

%3 D fSymfM1g, SymfM2g, s3g (25)

where M2 D Max
˚
K1, Pcs1,2

�
, and

SymfM2g D

8̂̂<
ˆ̂:

s1, if M2 D Pcs1 ,
s2, if M2 D Pcs2 ,
s1,1, if M2 D Pcs1,1 ,
s1,2, if M2 D Pcs1,2

(26)

The aforementioned example gives the key idea behind
the detection procedure. As shown in Appendix B, by

generalising the aforementioned method to an arbitrary
number n, %n can be obtained by steps shown in Table II.

According to the detection approach, if the set %n con-
tains s1,��� ,i, it certainly contains siC1. The receiver is
composed of a SERS combiner, a successive interfer-
ence canceller and an II detector. If the selected symbol
is si, it is detected using the II detector and its effect
is removed from yi by SIC. After the removal opera-
tion, the II detector detects the symbol s1,��� ,i�1, if it is
selected. By the aforementioned procedure, the detection
process becomes a step-by-step approach involving simple
value comparisons. Therefore, by increasing the number of
cooperating users, the complexity of the sub-optimal detec-
tion process increases linearly. This is the major advan-
tage of the sub-optimal approach over the optimal case.
This issue makes the implementation of the sub-optimal
detector feasible.

4. ANALYSIS OF SNCC

In this section, the error performance of SNCC under the
proposed sub-optimal detection scheme is analysed for M-
PSK and M-QAM modulation. To this end, we find a good
lower bound on the probability of correct detection for
high signal to noise ratio (SNR). The results also make it
possible to carry out a diversity analysis of SNCC.

According to the detection procedure, the probability of
correctly detecting the first n � 1 symbols in the set %n (or
equivalently the symbols s1, : : : , sn�1) can be evaluated as

P%n
c D

n�1Y
iD1

Mi (27)

By referring to the detection procedure, Mi may be
expanded as

Mi D Max

8̂<
:̂Medff� � �Med„ ƒ‚ …

i�1

fPcs1 , Pcs2 , Pcs1,1g, � � � g, Pcsi , Pcs1,��� ,i�1g, PiC1
cs

9>=
>; (28)

where PiC1
cs D PcsiC1 for i D 1, � � � , n � 2 and Pn

cs D

Pcs1,��� ,n�1 . So in order to formulate P%n
c , expressions for Pcsk

Table II. Calculation of %n for any arbitrary number n.

Input: Pcsi , Pcs1,��� ,i , i D 1, � � � , n� 1

Output: %n

1. Initialise: K0 D Pcs1

2. for i D 1 : n� 2
Mi DMax

˚
Ki�1, PcsiC1

�
Ki DMed

˚
Ki�1, PcsiC1 , Pcs1,��� ,i

�
end

3. Mn�1 DMax
˚
Kn�2, Pcs1,��� ,n�1

�
4. %n D fSymfM1g, � � � , SymfMn�1g, sng

SymfMig selects a symbol s from ‰iC1 so that Pcs DMi , s ¤ fSymfM1g, SymfM2g, � � � , SymfMi�1g, sng.
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and Pcs1,��� ,k , k D 1, � � � , n � 1 must be acquired. As shown
in Appendix C, the following are good lower bounds for
Pcsk and Pcs1,��� ,l

Pcsk > 1 � �
XM0

mD1
Q

�
um

q
2jhij2SNR

�
, and

Pcs1,��� ,l > 1 � �
XM0

mD1
Q

�
vm

q
2jhlC1j2SNR

� (29)

where SNR D a2

N0
. The expressions for M-PSK modu-

lation are obtained by making the following substitutions
in (29)

M0 D M, � D
2

M
,

um D

0
@c1 C Am

s
3
	
1 � c2

1



M2 � 1

1
A sin

� �
M

�
, and

vm D

q
3
	
1 � c2

1



p

M2 � 1 sin
	
�
M


um

(30)

whereas, for M-QAM,

M0 D
p

M, � D
4
p

M

�
1 �

1
p

M

�
,

um D

s
3

2.M � 1/

�
c1 C A0m

q
1 � c2

1

�
, and

vm D

q
1 � c2

1um

(31)

Thus, the lower bounds for P%n
c for M-PSK and M-QAM

can be obtained from (27)–(29). The next step is to cal-
culate the average value of the expression in (27). To the
best of our knowledge, there is not any known expression
for the probability density function (PDF) of the random
functions Mi. However, because the Q-function is mono-
tonically decreasing, substituting the bounds in (29) into
(28) yields

Mi > 1 � �
XM0

mD1
Q
�p

2 � �i,mSNR
�

(32)

where

�i,m D Max

8̂<
:̂Medff� � �Med„ ƒ‚ …

i�1

f�1,m, �2,m, 	2,mg, � � � g, �i,m, 	i,mg, �
iC1
m

9>=
>; (33)

�i,m D u2
mjhij

2, 	i,m D v2
mjhij

2, �n
m D 	n,m, and for

i D 1, � � � , n � 2, � iC1
m D �iC1,m. By substituting (32)

in (27) and noting that the product of two or more Q-
functions with large arguments is negligible in comparison
with their sum, we obtain a lower bound for P%n

c as

P%n
c > 1 � �

M0X
mD1

n�1X
iD1

Q
�p

2 � �i,mSNR
�

(34)

It is possible to derive an expression for E
�
P%n

c
�
, (EŒ�


denotes the expectation), if the PDF of �i,m is available.
We now find the distribution of �i,m for a specific m. To
improve the readability, from now on, the index m is omit-
ted unless is necessary. From (33), �i D Max

˚
ƒi, � iC1

�
,

where ƒi D Medfƒi�1, �i,˛�ig, ˛ D
�i
�i
D

v2
m

u2
m
< 1 and

ƒ1 D �1. The cumulative density function of ƒi is

Fƒi
.x/ D Pfƒi < xg D

Z x

0

Z 1
˛

x1

x1

fƒi�1,�i
.x1, x2/dx2dx1

C

Z x

0

Z 1
x2

fƒi�1,�i
.x1, x2/dx1dx2

C

Z x
˛

0

Z ˛x2

0
fƒi�1,�i

.x1, x2/dx1dx2

(35)

where Pf�, �g and f .�, �/ denote the joint probability function
and joint PDF, respectively. Because ƒi�1 and �i are inde-
pendent, (35) is easy to evaluate. Then the distribution of
ƒi can be shown to be

Fƒi
.x/ D

	
1 � Fƒi�1

.x/

 �

1 � F�i

� x

˛

��
�
	
1 � Fƒi�1

.x/

 	

1 � F�i.x/


C F�i

� x

˛

�
(36)

Because �i is an exponential random variable with mean
u2

m
�i

, (36) can be written as

1 � Fƒi
.x/ D

	
1 � Fƒi�1

.x/



e��
0
i x

�
	
1 � Fƒi�1

.x/



e�
�0i
˛

x C e�
�0i
˛

x
(37)

where �0i D
�i
u2

m
, i D 1, � � � , n � 1. From (37), the distribu-

tion of ƒi depends on the distribution of ƒi�1. So (37) is
a recursive equation with initial term Fƒ1

.x/ D 1 � e��
0
1 .

By solving (37) for i D 2, 3, � � � , it is found that for arbi-
trary i the term 1 � Fƒi

.x/ is composed of a sum of 2i � 1
exponential terms as

1 � Fƒi
.x/ D

2i�1X
kD1

.�1/kC1e��
k,ix (38)

where �k,1 D �01. To obtain a recursive form for �k,i, i > 1,
(37) has to be solved using (38). By substituting (38) in
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(37) we have

2i�1X
kD1

.�1/kC1e��
k,ix D

0
@2i�1�1X

kD1

.�1/kC1e�.�
k,i�1C�0i/x

1
A

�

0
@2i�1�1X

kD1

.�1/kC1e
�

�
�k,i�1C

�0i
˛

�
x

1
AC e�

�0i
˛

x

(39)
Now, by expanding the left hand side term of (39) as

2i�1X
kD1

.�1/kC1e��
k,ix D

0
@2i�1�1X

kD1

.�1/kC1e�.�
k,i/x

1
A

�

0
@2i�2X

kD2i

.�1/ke�.�
k,i/x

1
AC e��

2i�1x

(40)

and comparing (39) with (40), the following recursive
formula is obtained

�k,i D

8̂<
:̂
�k,i�1 C �0i , if 1 6 k 6 2i�1 � 1,

�Œk�,i�1 C
�
�0i
˛

�
, if 2i�1 6 k 6 2i � 2,

�0i
˛ , if k D 2i � 1

(41)

where Œk
 D kC 1� 2i�1. According to (41), for a specific
i, �k,i is a linear combination of �0j, j D 1, � � � , i. On the
other hand, �0j is proportional to the reciprocal of the j-th
user’s channel variance. So the exponents of the exponen-
tial terms in (38) are linear combinations of the reciprocal
of the first i users’ channel variances. Becauseƒi and � iC1

are independent, the distribution of �i can be written as

F�i
.x/ D Pfƒi < x, � iC1 < xg D Fƒi

.x/F� iC1.x/ (42)

By substituting the cumulative density function of ƒi and
� iC1 in (42), the distribution of �i is achieved as

F�i
.x/ D

0
@1 �

2i�1X
kD1

.�1/kC1e��
k,ix

1
A � �1 � e��

0
iC1x

�
(43)

where �0n D
�n
v2

m
. Differentiating (43) with respect to x

yields the PDF of �i as

f�i
.y/ D �0iC1e��

0
iC1y C

2i�1X
kD1

.�1/kC1
�
�k,ie��

k,iy �
�
�k,i C �0iC1

�
e
�
�
�k,iC�0iC1

�
y
�

(44)

As mentioned before, although the index m is omitted,
�k,i and �0iC1 are functions of m. So �k,i and �0iC1 should

be denoted as �k,i
m and �0iC1,m, respectively, when it is

necessary to show their dependence on m.
In order to calculate the average value for the lower

bound of P%n
c given in (34), we consider the Taylor

expansion of the well-known expression for average prob-
ability of error [1] as

E
h
Q
�p

kSNR � X
�i
D�

1X
nD1

 
1

2nŠ

�
2�x

kSNR

�n nY
iD1

�
1

2
� i

�!
(45)

where k is a constant, X is an exponential random variable
with mean 1

�x
and the Taylor expansion is calculated at

�x
kSNR D 0. By utilising (45), the lower bound for the aver-
age value of P%n

c for high SNR, after some simplifications
may be expressed as

E
�
P%n

c

�
> 1 �

3�

8SNR2

M0X
mD1

n�1X
iD1

2i�1X
kD1

�
.�1/kC1�k,i

m �
0
iC1,m

�

C O

�
1

SNR3

�
(46)

Finally, from (41), we have
P2i�1

kD1

	
.�1/kC1�k,i



D �0i, so

(46) is simplified to

E
�
P%n

c

�
> 1 �

3�

8SNR2

M0X
mD1

n�1X
iD1

�0i,m�
0
iC1,m C O

�
1

SNR3

�
(47)

which shows a diversity order 2. From (29) and (45), for
the last symbol, sn, we have

E
�
Pcsn

�
> 1 �

��n

4SNR

M0X
mD1

1

u2
m
C O

�
1

SNR2

�
(48)

Therefore, the diversity order of the last symbol is 1.
Depending on the values in (30) and (31), the expres-

sions in (47) and (48) are valid for M-PSK and M-QAM
modulation, respectively.

5. PERFORMANCE COMPARISON
OF SCC AND SNCC

In this section, an analytical performance comparison
between SNCC and the standard SCC schemes is pro-
vided when both schemes use sub-optimal method of
Section 3.2 for detection, the two schemes can be com-
pared directly because of their equal transmission time. In
addition, the comparison demonstrates the important role
of network coding in obtaining considerable performance
improvement.

The SNCC model, which was described in Section 2,
can be reduced to the standard SCC scheme if the bit-level
XOR operations are omitted. In other words, by replacing
s1,��� ,i�1 with s0i�1 D si�1 in our proposed model, the trans-
mission model for the SCC scheme is obtained. With this
replacement, (14) provides the optimal detection method
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for SCC. Also, in this case the procedure for sub-optimal
detection at the destination is simplified to

1: for i D 1 : n � 1

Ni D Max
n
Pcsi , Pcs0i

o
end

2: �n D fSymfN1g, � � � , SymfNn�1g, sng,

where the set �n, the best set for detecting all required sym-
bols, Pcsi , is defined as before and Pcs0i

is the probability of
correct detection of s0i conditioned on correct detection of
siC1. For this detection method, the probability of correctly
detecting the symbols fs1, � � � , sn�1g can be evaluated as

P�n
c D

n�1Y
iD1

Ni (49)

The lower bounds in (29) are valid for Pcsi and Pcs0i
because

the SCC scheme is a simplified form of SNCC with s1,��� ,l
replaced by s0l. Therefore, using the same detection method
and the same reasoning as for SNCC, a good lower bound
for P�n

c is

P�n
c > 1 � �

M0X
mD1

n�1X
iD1

Q
�p

2 �‚i,mSNR
�

(50)

With the same definitions for �i,m and 	i,m as for SNCC,
‚i,m D Maxf�i,m, 	iC1,mg. Because �i,m and 	iC1,m
are independent, the distribution of ‚i,m can simply be
calculated as

f‚i,m
.y/ D �0i,me��

0
i,my C �00iC1,me��

00
iC1,my

�
	
�0i,m C �

00
iC1,m



e
�
�
�0i,mC�

00
iC1,m

�
y

(51)

where �0i,m D
�i
u2

m
and �00i,m D

�i
v2

m
. Using (45) and averaging

both sides of (50) over the distribution in (51) yields

E
�
P�n

c

�
> 1 �

3�

8SNR2

M0X
mD1

n�1X
iD1

�0i,m�
00
iC1,m C O

�
1

SNR3

�
(52)

which holds for M-PSK and M-QAM, using (30) and (31),
respectively. It can be easily found that (48) is valid for sn
in the SCC case.

From the results of the analysis, we can compare SNCC
and SCC when the sub-optimal SERS combining method is
used for detection. For the last symbol, sn, SNCC and SCC
have the same error performance. However, for the remain-
ing symbols, s1, � � � , sn�1, the performance of SNCC is

significantly better than SCC. To support this claim, we
expand the lower bounds in (47) and (52) as

LBSNCC D 1 �
3�

8SNR2

XM0

mD1

�
�1�2

u4
m
C
�2�3

u4
m
C � � �

�n�2�n�1

u4
m

C
�n�1�n

u2
mv2

m

�
C O

�
1

SNR3

�
,

LBSCC D 1 �
3�

8SNR2

XM0

mD1

�
�1�2

u2
mv2

m
C
�2�3

u2
mv2

m
C � � �

�n�2�n�1

u2
mv2

m
C
�n�1�n

u2
mv2

m

�
C O

�
1

SNR3

� (53)

Considering (30) and (31), it can be easily seen that for
c1 > 0, um > vm. A comparison between LBSNCC and
LBSCC in (53) makes it clear that for um > vm, the error
probability of SNCC is smaller than that of SCC. Fur-
thermore, from (10) and (13), the coefficient c1 must be
selected close to 1. This constraint causes um to be signif-
icantly larger than vm. Therefore, choosing c1,i close to 1
renders the performance of SNCC much better than SCC.

As described before, the optimal detector implementa-
tion has high complexity. So the analytical comparison
in this section provides a comparison from a practical
viewpoint. In the Section 6, a comparison between SNCC
and SCC is provided when the optimal detection method
is used. The simulation results show that even when the
sub-optimal detector is used, the performance of SNCC
is better than the performance of SCC when the optimal
receiver is employed.

6. SIMULATION RESULTS

In this section, computer simulations are presented to
validate the analytical results and to demonstrate the per-
formance improvement compared with SCC and the non-
cooperative scheme. In this part, user-destination channel
is modelled as narrow-band Rayleigh fading with AWGN.
For all users, the average transmit power is a2, and the
noise variance is N0. The figures show the SER perfor-
mance as a function of SNR D a2

N0
, where by setting

N0 D 1, we have SER as a function of average transmit
power, a2.

Figure 2 presents a performance comparison of different
communication schemes for specific channel realisations.
The figure shows the SER performance versus the SNR
for 5 users, 4-QAM modulation of source symbols, jh1j D

0.191, jh2j D 0.094, jh3j D 1.077, jh4j D 2.86, and
jh5j D 0.17. In other words, by fixing channel coefficients
hi, i D 1, : : : , 5 to some constant values, and having addi-
tive noise as a random variable, the SER performance in
a specific SNR is an average term over different noise
realisations. The values of hi, i D 1, : : : , 5 are chosen
in a random manner using a Gaussian random number
generator. Also, c1 D 0.99 is selected for the SCC and
SNCC schemes, and the sub-optimal algorithm is used
for detection. The aim of this simulation is to give a bet-
ter view of the proposed sub-optimal detection algorithm
and the paths that it selects to detect the desired symbols.
A comparison between the curves reveals that the SNCC
and the non-cooperative schemes have the best and the
worst performance at all SNRs, respectively. For the
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Figure 2. Symbol Error Rate (SER) performance versus signal to
noise ratio (SNR) for specific channel realisations for five users,
4-QAM modulation of the source symbols, the sub-optimal
detection method for superposition coded cooperation (SCC)
and superposition network coded cooperation (SNCC), c1 D

0.99, jh1j D 0.191, jh2j D 0.094, jh3j D 1.077, jh4j D 2.86, and
jh5j D 0.17.

Figure 3. Symbol Error Rate (SER) performance versus signal
to noise ratio (SNR) for five users, 4-QAM modulation of the
source symbols, the sub-optimal detection method for super-
position coded cooperation (SCC) and superposition network
coded cooperation (SNCC), c1 D 0.99, �1 D 0.5, �2 D 0.4,

�3 D 0.3, �4 D 0.2, and �5 D 0.1.

non-cooperative scheme there is always one choice for
detection. In other words, this scheme can only detect
symbols fs1, s2, s3, s4, s5g. However, because the channel
value for the second user U2 is small, there is a better
choice for SCC. The detection path for SCC includes the
symbols �5 D fs1, s1,2, s3, s4, s5g. For SNCC there is an
even better detection path. The best path for SNCC is
%5 D fs1, s3, s1,2,3, s4, s5g. Therefore, the higher degree of
freedom for SNCC to select the best path renders its per-
formance better than the other schemes. Because average

SER is an average term over many channel realisations, this
simulation provides a better insight into why SNCC has a
better performance in terms of average SER.

In the following figures channel coefficients hi, i D
1, � � � , 5 are complex Gaussian random variables with vari-
ance 1

�i
, and the SER performance in a specific SNR is an

average term over different channel and noise realisations.
Obviously, a larger �i means a smaller channel variance
or equivalently worse channel condition. We have selected
�1 > �2 > � � � > �5 for all simulations to satisfy the sys-
tem model assumption, in which it was supposed that a user
with worse channel coefficient (larger �i) transmits earlier.

The SER performance versus the SNR for 5 users with
�1 D 0.5, �2 D 0.4, �3 D 0.3, �4 D 0.2, �5 D 0.1, and
4-QAM modulation of the source symbols is depicted in
Figure 3. We choose the superposition factor c1 D 0.99. In
this example the proposed sub-optimal detection method
is used for both SCC and SNCC. The excellent agreement
between the simulation and analytical results demonstrates
the accuracy of our analysis for SNCC. By comparing the
performance of SNCC with the non-cooperative scheme
the superiority of SNCC in detecting the information of the
first four users at all SNRs can be confirmed. This perfor-
mance improvement increases significantly with the SNR.
For SNR D 20dB the error probability of SNCC is about
19 times smaller than that of the non-cooperative scheme.
This advantage is achieved by SNCC without any addition-
ally time slot requirements. However, for the last user, not
only the performance has not improved, but also a small
degradation can be observed. This degradation is expected,
because the last user allocates a portion of its own power
to transmit information of other users. Moreover, the infor-
mation in sn is not sent by any other users. However, as
shown in the figure, the degradation is negligible. In gen-
eral, the degradation in the SER performance of the last
user can be made arbitrarily small by choosing the superpo-
sition factor c1 sufficiently close to 1. On the other hand, by
selecting c1 excessively close to 1, the cooperative advan-
tage of SNCC for other users tends to vanish. This exhibits
a trade-off between the performance degradation of the last
user and the improvement of the others. Therefore, it is
important to choose the factor c1 in an efficient manner
to gain acceptable performance improvement for the first
n � 1 users without significant degradation in the perfor-
mance of the last user. Figure 3 also provides a comparison
between SNCC and SCC. The performance gain of SNCC
over SCC demonstrates the important role of network cod-
ing here. In fact, SNCC and SCC are identical in all aspects
with the exception of the use of network coding by SNCC.
Therefore, using network coding has resulted in reducing
the SER by a factor of 6 at SNR D 20 dB.

Figure 4 provides a performance comparison among dif-
ferent communication strategies for five users with �1 D

0.02, �2 D 0.018, �3 D 0.016, �4 D 0.015, and
�5 D 0.014, and superposition factor c1 D 0.995. In
this case, 16-QAM modulation is used for communication,
and the sub-optimal detection method is applied to SCC
and SNCC. From (13), as the modulation order increases,
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Figure 4. Symbol error rate (SER) performance versus signal
to noise ratio (SNR) for five users, 16-QAM modulation of the
source symbols, the sub-optimal detection method for super-
position coded cooperation (SCC) and superposition network
coded cooperation (SNCC), c1 D 0.995, �1 D 0.02, �2 D 0.018,

�3 D 0.016, �4 D 0.015, and �5 D 0.014.

Figure 5. Symbol error rate (SER) performance versus signal
to noise ratio (SNR) for five users, 4-QAM modulation of the
source symbols, the sub-optimal detection method for super-
position coded cooperation (SCC) and superposition network
coded cooperation (SNCC), c1 D 0.99, and �1 D �2 D �3 D

�4 D �5 D 0.5.

the acceptable range for c1 gets smaller. This range is
between 0.95 and 1 for 16-QAM modulation. However,
as can be seen from Figure 4, by allocating only 1 per
cent of the power of a user to the superimposed sym-
bol, the overall performance of communication can be
improved significantly.

A special case for our model occurs when all the users
in the network tend to have the same channel variances.
Figure 5 presents the SER performance versus the SNR for
the same scenario as Figure 3, when �i D 0.5, i D 1, � � � , 5,

and the sub-optimal detection method is used for SCC and
SNCC . This figure reveals the advantages of SNCC in
comparison with direct transmission and SCC, even for this
special scenario.

A performance comparison between the optimal and the
sub-optimal detection methods for both SCC and SNCC is
shown in Figure 6. As can be seen, for both schemes, the
optimal detector results in better performance at the cost of
higher complexity compared with the sub-optimal detec-
tor. However, the same slope of the SER curves at high
SNR proves that the same diversity order is achieved by
all detectors. Also, by comparing SNCC and SCC curves,
it can be deduced that the performance of SNCC when the
suboptimal receiver is used is better than the performance
of SCC even if the optimal receiver is employed.

Figure 7 depicts the SER performance of the users for
the same scenario as Figure 3 for different values of c1
at SNR D 25 dB, when the proposed sub-optimal detec-
tion method is used for both SCC and SNCC. As can be
seen in the figure, the SER variation versus c1 for the
first four users in the SNCC scheme is not monotonic. In
other words, by moving form c1 D 1 towards c1 D 0.9,
the SER reduces at first, with a large slope. This slope
gets smaller as c1 is reduced further. Finally, when c1
approaches 0.9, the SER increases. Allocating power to
superimposed symbols results in significant performance
improvement because it creates the opportunity of coopera-
tion among users. However, increasing the power allocated
to the superimposed symbols also increases the interfer-
ence to source symbols. Therefore, arbitrary reduction of
c1 in its acceptable range, does not lead to better perfor-
mance. The best performance for the first n � 1 users can
be achieved by selecting c1 at a reasonable distance from
1. From Figure 7, it can be observed that selecting c1 D

Figure 6. Performance comparison between superposition
coded cooperation (SCC) and superposition network coded
cooperation (SNCC) when the optimal and the sub-optimal
detection methods are used, for five users, 4-QAM modula-
tion of the source symbols, c1 D 0.99, �1 D 0.5, �2 D 0.4,

�3 D 0.3, �4 D 0.2, and �5 D 0.1.
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Figure 7. Symbol error rate (SER) performance versus the super-
position factor c1, for five users with 4-QAM modulation of the
source symbols, the sub-optimal detection method for super-
position coded cooperation (SCC) and superposition network
coded cooperation (SNCC), �1 D 0.5, �2 D 0.4, �3 D 0.3,

�4 D 0.2, and �5 D 0.1, SNR D 25dB.

0.97 provides better performance for all users than when
c1 D 0.9 is selected. In general, to obtain the optimal value
for c1 at a specific SNR, we need the probability of cor-
rectly detecting all symbols s1, : : : , sn as a function of c1.
The analytical terms for SNCC, given in Section 3, are not
exact. So the optimal value for c1 cannot be obtained ana-
lytically. However, as the terms give good approximations
of the error performance, we can utilise them to determine
some near-optimal values for c1. By multiplying the lower
bounds in (47) and (48) together, an approximate func-
tion for the probability of correct detection of all symbols
s1, : : : , sn can be obtained. By differentiating this function
with respect to c1, it becomes clear that there is not an ana-
lytical solution for c1 that makes the differentiated function
equal to zero. Therefore, the near-optimal value for c1 can
only be obtained by numerical methods.

Figure 8 is provided to give an insight into the effect
of the number of cooperating users on the SER perfor-
mance. This figure demonstrates the SER performance for
the same scenario as Figure 3 and two cases: (i)when only
the first three users transmit to the destination and (ii)when
all five users transmit. Sub-optimal detection methods is
used for both SCC and SNCC. By comparing the curves,
we find that the SER performance of SNCC for the first
four users in the five-user case is significantly better than
the SER performance of the first two users in the three-
user case. However, the opposite is true for SCC and the
non-cooperative scheme. This leads us to an important
observation. In general, by increasing n, the probability of
correctly detecting the information of the first n � 1 users
always reduces in SCC and non-cooperative schemes,
while in some cases such as this scenario, it can increase in
the SNCC scheme. This advantage is achieved by SNCC
because of fairly utilising the channel conditions of some
users to improve the performance of other worse users.

Finally, Figure 9 provides a performance comparison
between QAM and PSK modulation of source symbols for
the same scenario as Figure 3. The sub-optimal detection
approaches are used for both SCC and SNCC. Although
for non-cooperative communication, 4-PSK and 4-QAM
modulation have the same error performance, changing the
constellation type of the superimposed symbols in the PSK
case results in the performance of SNCC for QAM being
always better than that of PSK. Because, in general, QAM
has better error performance than that of PSK, it is antici-
pated that the difference between the SER performance of
SNCC for QAM and PSK modulation will become even
larger by increasing the modulation order.

Figure 8. Symbol error rate (SER) performance versus signal to
noise ratio (SNR), for two cases: 1- the first three users and 2-
all the users in Figure 3 transmit to destination, the sub-optimal
detection method for superposition coded cooperation (SCC)

and superposition network coded cooperation (SNCC).

Figure 9. Symbol error rate (SER) performance versus signal
to noise ratio (SNR), for 4-PSK and 4-QAM modulation of the
source symbols, the sub-optimal detection method for super-
position coded cooperation (SCC) and superposition network
coded cooperation (SNCC), c1 D 0.99, �1 D 0.5, �2 D 0.4,

�3 D 0.3, �4 D 0.2, and �5 D 0.1.
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7. CONCLUSION

In this paper, we proposed a new TDMA-based cooperative
scheme for wireless networks to achieve better communi-
cation performance than the non-cooperative and the SCC
scheme. This was obtained by using a combination of
superposition coding and network coding. The scheme was
named SNCC and was described in detail for the general
case. It was seen from analytical and simulation results
that in comparison with non-cooperative communication,
SNCC improves the performance of the first n � 1 users
significantly, while it degrades the performance of the last
user. Although by choosing c1 sufficiently close to 1 the
performance degradation of the last user can be made to
be arbitrarily small, it weakens the cooperative advantages
of SNCC for other users. So the coefficient c1 needs to be
chosen in an efficient manner to gain an acceptable per-
formance improvement for the first n � 1 users without
significant degradation in the performance of the last user.
It was also seen that the performance of SNCC is always
better than SCC. These advantages are provided by SNCC
without any additional time slot requirements compared
with SCC and TDMA-based non-cooperative schemes.

APPENDIX A: DERIVATION OF (10)

We show that if condition (10) is satisfied, then the II detec-
tor has the same performance as the optimal ML detector
in detecting the source symbol si from yi,j. From (6), the
decision region of the kth constellation point of si when II
detector is used is equal to

rkD
n
r :
ˇ̌̌
r � hi,jc1,iaej 2�

M ǩ̌ˇ<v
ˇ̌̌
r � hi,jc1,iaej 2�

M z
ˇ̌̌
,8z ¤ k

o
(54)

If (10) is satisfied, the term  k,m in (8) can be written as

 k,m D
c1,i

ˇm
aej 2�

M k, where ˇm > 0. Therefore, we can write

(54) using  k,m as

rk D
˚
r : jr � ˇmhi,j k,mj < jr � ˇmhi,j z,mj,

ˇm > 0,8z ¤ k, 8mg
(55)

From (8),  k,m and  z,m are signal points of a M-
PSK constellation. Because multiplying points of a M-
PSK constellation by a positive number ˇm does not
change decision regions for that constellation, (55) can be
written as

rk D
˚
r : jr � hi,j k,mj < jr � hi,j z,mj, 8z ¤ k, 8m

�
(56)

Finally, because the function e�x is monotonically decreas-
ing, (56) may be rewritten as

rk D

(
r :
X

m

e�
jr�hi,j k,mj

2

N0 >
X

m

e�
jr�hi,j z,mj2

N0 , 8z ¤ k

)
(57)

However, rk is the decision region of the optimal ML
detector corresponding to the kth constellation point of
si [29]. Therefore, the decision regions of the II detector
are the same as the optimal ML detector. This means that
the II detector has the same performance as the optimal
ML detector.

APPENDIX B: SUBOPTIMAL
DETECTION PROCEDURE

It can be easily verified that the suboptimal detection pro-
cedure satisfies Conditions I and II for n D 2. Now, we
assume that the procedure satisfies Conditions I and II
for n D k, k > 2 and use induction for n D k C 1.
The following definition and simple lemmas are used for
the proof.

Definition. For arbitrary real numbers r1, r2, r3, r4, two
unordered pairs fr1, r2g and fr3, r4g are equal if r1 D r3
and r2 D r4 or r1 D r4 and r2 D r3.

Lemma 1. For arbitrary real numbers r1, r2, and r3,
the unordered pairs !1 D fMaxfr1, r2g, r3g and !2 D

fMaxfr1, r2, r3g, MinfMaxfr1, r2g, r3gg are equal, so they
are exchangeable. In other words, these sets can be
exchanged in the process of detection.

Lemma 2. For arbitrary real numbers r1, r2 and r3,
the pairs !3 D fMaxfr1, r2g, Maxfr3, Minfr1, r2ggg and
!4 D fMaxfr1, r2, r3g, Medfr1, r2, r3gg are equal. Thus,
!5 D fMaxfr1, r3g, Maxfr2, Minfr1, r3ggg is also equal to
!4, and hence, equal to !3.

Lemma 3. For real numbers r1, r2 and r3 with r1 > r3,
Minfr1, Maxfr2, r3gg D Medfr1, r2, r3g.

Expanding the detection procedure, for n D k, k > 2,
results in

M1 D Max fPcs1 , Pcs2g ,
M2 D Max f2, Pcs3g ,

...
Mk�2 D Max fk�2, Pcsk�1g ,
Mk�1 D Max

˚
k�1, Pcs1,��� ,k�1

�
,

%k D fSymfM1g, � � � , SymfMk�1g, skg

(58)

where %k includes the best symbols from the set
‰k D fs1, s2, : : : , sk, s1,1, : : : , s1,��� ,k�1g to detect �k D

fs1, : : : , skg and

i D Medff� � �Med„ ƒ‚ …
i�1

fPcs1 , Pcs2 , Pcs1,1g, � � � g, Pcsi , Pcs1,��� ,i�1g

(59)

For n D k C 1, the receiver must choose the best sym-
bols from ‰kC1 to detect the symbols in �kC1. The
set ‰kC1 is ‰k

S
fskC1, s1,��� ,kg. The symbol skC1 is the

only symbol in ‰kC1 bearing the information of skC1.
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Hence, it is the unique choice from ‰kC1 to detect skC1,
which means that its selection is necessary. Hence, the
problem is simplified to selecting the best k symbols
from the set ‰0k D ‰k

S
fs1,��� ,kg to obtain the sym-

bols in �k. This problem can be solved by dividing it in
two parts:

I- If the symbol sk is selected from ‰0k, the symbols
s1,��� ,k�1 and s1,��� ,k are exchangeable in the selec-
tion process, because using sk, s1,��� ,k�1 ˚ sk D

s1,��� ,k. Thus, selecting the best k symbols from
‰0k is equivalent to selecting the best k symbols
from ‰k, according to (58), by replacing Pcs1,��� ,k�1

with Max
˚
Pcs1,��� ,k�1 , Pcs1,��� ,k

�
. In summary, if sym-

bol sk is selected, the detection procedure can be
written as

M1,1 D Max fPcs1 , Pcs2g ,
M2,1 D Max f2, Pcs3g ,

...
Mk�2,1 D Max fk�2, Pcsk�1g ,
Mk�1,1 D Max

˚
k�1, Pcs1,��� ,k�1 , Pcs1,��� ,k

�
,

Mk,1 D Pcsk ,
%1

kC1 D fSymfM1,1g, � � � , SymfMk,1g, skC1g

(60)

II- If symbol sk is not selected from ‰0k, the symbol
s1,��� ,k must inevitably be chosen, because it is the
only symbol that contains the information of sk. In
this case the receiver must select the best k � 1
symbols from the set ‰00k D ‰k�1

S
fs1,:::,k�1g

to obtain the symbols in �k�1. From (58), it is
apparent that SymfM1g, : : : , SymfMk�1g are these
symbols. Consequently, in this case, the best k C
1 symbols are determined according to following
procedure

M1,2 D Max fPcs1 , Pcs2g ,
M2,2 D Max f2, Pcs3g ,

...
Mk�2,2 D Max fk�2, Pcsk�1g ,
Mk�1,2 D Max

˚
k�1, Pcs1,��� ,k�1

�
,

Mk,2 D Pcs1,��� ,k ,
%2

kC1 D fSymfM1,2g, : : : , SymfMk,2g, skC1g

(61)

According to Lemma 1, o1 D fMk�1,2, Mk,2g is equal to

o2 D
n
M0k�1,2, M0k,2

o
where

M0k�1,2 D Max
˚
k�1, Pcs1,��� ,k�1 , Pcs1,��� ,k

�
and

M0k,2 D Min
˚
Max

˚
k�1, Pcs1,��� ,k�1

�
, Pcs1,��� ,k

� (62)

So the terms in (62) can be replaced with Mk�1,2 and Mk,2
in (61). In other words, the detection procedure in (61) can
be written in another form as

M1,2 D Max fPcs1 , Pcs2g ,
M2,2 D Max f2, Pcs3g ,

...
Mk�2,2 D Max fk�2, Pcsk�1g ,
M0k�1,2 D Max

˚
k�1, Pcs1,��� ,k�1 , Pcs1,��� ,k

�
,

M0k,2 D Min
˚
Max

˚
k�1, Pcs1,��� ,k�1

�
, Pcs1,:::,k

�
,

%2
kC1D

n
SymfM1,2g, � � � , Sym

n
M0k�1,2

o
, Sym

n
M0k,2

o
, skC1

o
(63)

The receiver selects one of the sets %1
kC1 or %2

kC1 given
in (60) and (63), respectively, to achieve the best path of
detecting the required symbols. Now, we must determine
how the receiver selects the best of these two sets. By com-
paring (60) with (63), it can be seen that all elements in the
sets %1

kC1 and %2
kC1 are the same except for Mk,1 and M0k,2.

Therefore, the best path for the receiver is

%kC1 D
˚
SymfM1,1g, SymfM2,1g, � � � , SymfMk�1,1g, Sym

˚
M0k
�

, skC1
�

(64)

where

M0k D Max
˚
Min

˚
Max

˚
k�1, Pcs1,��� ,k�1

�
, Pcs1,��� ,k

�
, Pcsk

�
(65)

By setting r1 D Max
˚
k�1, Pcs1,��� ,k�1

�
, r2 D Pcs1,��� ,k and

r3 D Pcsk , the set o3 D
˚
Mk�1,1, M0k

�
has the same form

as !3 in Lemma 2. From the equality of !3 and !5 in
Lemma 2, o3 is equal to o5 D

˚
M0k�1, M00k

�
where

M0k�1 D Max
˚
k�1, Pcsk , Pcs1,��� ,k�1

�
and

M00k D Max
˚
Min

˚
Pcsk , Max

˚
k�1, Pcs1,��� ,k�1

��
, Pcs1,��� ,k

�
(66)

Finally, because for an arbitrary user i, the greater por-
tion of power is allocated to the source symbol si, Pcsi >

Pcs1,��� ,i�1 . Thus, by applying Lemma 3

M00k D Max
˚
Med

˚
k�1, Pcsk , Pcs1,��� ,k�1

�
, Pcs1,��� ,k

�
(67)

Because of the equality of o3 and o5, the best path for
detection, given in (64), can be written as

%kC1 D
˚
SymfM1,1g, SymfM2,1g, � � � , Sym

˚
M0k�1

�
, Sym

˚
M00k

�
, skC1

�
(68)
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which are the points resulting from the detection procedure
in Section 3.2, for n D k C 1. This proves that Conditions
I and II are satisfied when using the sub-optimal procedure
of Section 3.2.

APPENDIX C: LOWER BOUNDS FOR
Pcsk , Pcs1,:::,l

This appendix demonstrates how the lower bounds in
(29) are achieved. We only derive the bounds for M-
PSK modulation. By following a similar approach, the
results for M-QAM modulation are straightforward. Con-
sider the detection process of the source symbol si from yi

in (5) using the II detector. According to (8) for a M-PSK
modulation of the source symbols, there are M2 equiprob-
able constellation points for transmitted symbol xi. So the
probability of correct detection of si may be written as

Pcsi D 1 �
1

M2

MX
kD1

MX
mD1

Pej k,m
(69)

where Pej k,m
is the probability of error in detecting sym-

bol si, if the signal point  k,m, given in (8), is transmitted.
According to (8), the constellation points of xi are symmet-
ric, so Pej k,m

D Pej M,m
for all k. Therefore, (69) can be

simplified to

Pcsi D 1 �
1

M

MX
mD1

Pej M,m
(70)

Now suppose that the transmitted symbol is  M,m. From
(6), assuming that (10) is satisfied, the decision region
of the II detector for correct detection of the symbol si

from the received signal yi, is hirej	 , r > 0, � �M <

� < �
M . Therefore, the symbol hi M,m is surrounded

by Ns D 2 decision boundaries with minimum distance
dmin D jhij sin

	
�
M



 M,m. According to (3) and (8), dmin

can be written as

dmin D

�
ajh1j sin

	
�
M



, i D 1;

ajhijum, i ¤ 1
(71)

where um D

�
c1 C Am

q
3.1�c2

1/
M2�1

�
sin
	
�
M



. By the use of

the nearest neighbour union bound (NNUB) approximation
[33], a good upper bound for Pej M,m

is

Pej M,m
< NsQ

0
B@ dminq

N0
2

1
CA (72)

By substituting (71) in (72) and then (72) in (70), the lower
bound for Pcsi , i > 1 is obtained as

Pcsi > 1 �
2

M

MX
mD1

Q

�
um

q
2jhij2SNR

�
(73)

where, SNR D a2

N0
. Also, for i D 1, Pcsi can be approxi-

mated as

Pcs1 > 1 � 2Q
�

sin. �M /
p

2jhij2SNR
�

> 1 � 2Q
�

1
M

PM
mD1 um

p
2jhij2SNR

�
> 1 � 2

M

PM
mD1 Q

�
um
p

2jhij2SNR
� (74)

where the first inequality can be obtained by the NNUB
approximation. Also, because 1

M

PM
mD1 um D c1 sin

	
�
M



,

c1 < 1, the second inequality can be verified. Finally,
as the Q-function is convex, the third inequality in (74)
is obtained. From (74) it can be concluded that the lower
bound in (73) is valid for i > 1.

By using the NNUB approximation and following the
same approach as (74), a lower bound for Pcs1,��� ,l can be
obtained as

Pcs1,��� ,l > 1 � 2Q
�

v0
p

2jhlC1j2SNR
�

> 1 � 2Q

�
1
M

PM
mD1

um

sin.�M /
� v0
p

2jhlC1j2SNR

�
> 1 � 2

M

PM
mD1 Q

�
um

sin.�M /
� v0
p

2jhlC1j2SNR

�
(75)

where v0 D
q

3.1�c2
1/

M2�1 .
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